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An increasing number of recommendation systems try to enhance the overall user experience by incorporat- 

ing conversational interaction. However, evaluating conversational recommender systems (CRSs) from the 

user’s perspective remains elusive. The GUI-based system evaluation criteria may be inadequate for their 

conversational counterparts. This article presents our proposed unifying framework, CRS-Que , to evaluate 

the user experience of CRSs. This new evaluation framework is developed based on ResQue , a popular user- 

centric evaluation framework for recommender systems. Additionally, it includes user experience metrics of 

conversation (e.g., understanding, response quality, humanness) under two dimensions of ResQue (i.e., Per- 

ceived Qualities and User Beliefs). Following the psychometric modeling method, we validate our framework 

by evaluating two conversational recommender systems in different scenarios: music exploration and mobile 

phone purchase . The results of the two studies support the validity and reliability of the constructs in our 

framework and reveal how conversation constructs and recommendation constructs interact and influence 

the overall user experience of the CRS. We believe this framework could help researchers conduct standard- 

ized user-centric research for conversational recommender systems and provide practitioners with insights 

into designing and evaluating a CRS from users’ perspectives. 
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 INTRODUCTION 

onversational recommender systems (CRSs) enable users to interact with recommendations
sing natural human language. Traditionally, users click a rating button to tell the system if they

ike/dislike the recommended item. However, while using a CRS, users may say, for example, “I
ike the melody of this song,” to express their preferences in more detail. In essence, the CRS is a
ask-oriented chatbot that aims to generate quality recommendations by offering a more natural
nd interactive way to elicit user preferences, provide an explanation for the recommendation,
nd/or ask for user feedback on the recommendation [ 48 ]. The CRS’s prominent feature is the
atural interaction, which could facilitate user critiquing [ 51 , 80 ], user exploration [ 9 , 80 ], and
xplanations for recommendations [ 42 , 81 , 90 ] in recommender systems. 

The implementation of CRS involves multiple technical modules, such as the recommenda-
ion module, the natural language processing module, and the dialogue management module [ 30 ],
hich poses a new challenge in holistically evaluating such a complex system. For example, the

uccess of CRS may depend on whether the system correctly understands user expressions, recog-
izes user intents, responds to user intents, and makes proper recommendations. Previous stud-

es on traditional recommender systems have shown the limitations of only considering objective
etrics in evaluating the system and have proposed several user-centric evaluation frameworks to
easure user perceptions of recommendations such as user satisfaction, user trust, and intention

o use [ 31 , 69 , 78 ]. Likewise, the user-centric evaluation of a CRS should be equally or even more
mportant, since a CRS intends to improve the overall user experience (UX) of recommendations
hrough more natural human-computer interaction. 

The current user-centric evaluation frameworks for recommender systems primarily focus on
ecommendations but overlook conversations, which is insufficient to assess the actual quality
f a CRS from users’ perspectives. However, recent user evaluations on CRSs [ 9 , 51 , 90 ] have
sually adopted some questions from the general user-centric evaluation frameworks for recom-
ender systems [ 68 , 95 ] and some questions from the questionnaires for evaluating conversa-

ional agents [ 35 , 57 , 130 ]. This kind of customization and combination of existing evaluation
uestions is based primarily on the specific needs of researchers, which, however, might need
ore standardization to compare different studies for evaluating the CRS [ 47 ]. Therefore, we in-

end to develop a consolidated and unifying evaluation framework based on ResQue [ 95 ].
pecifically, we extend ResQue by incorporating six critical conversation constructs (i.e., CUI
nderstanding, CUI Adaptability, CUI Response quality, CUI Attentiveness, CUI Rapport, and
UI Humanness). The development of this framework follows psychometric research methodol-
gy [ 86 ]. We validate this new framework and the hypothesized paths by evaluating two conversa-
ional recommender systems in different scenarios: music exploration and mobile phone purchase .
he results of our study show that this framework has good validity and reliability in assess-

ng the UX of CRSs. Furthermore, this framework also reveals how conversation constructs are
tted to two dimensions, i.e., Perceived Qualities and User Beliefs , of ResQue , and how they inter-
ct with recommendation constructs and influence the constructs of two other dimensions, User
ttitudes and Behavioral Intentions . Therefore, we believe that CRS-Que enables practitioners to
omprehensively evaluate a CRS by considering user perceptions of both recommendation and
onversation. 

The contributions of our work are four-fold: 

(1) We developed a consolidated and unifying user-centric evaluation framework for CRSs,
allowing practitioners to evaluate conversational recommender systems from users’ per-
spectives. This new framework reveals how the conversation constructs correlate with
the recommendation constructs and how they influence the overall UX of CRSs. 
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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Fig. 1. Conversational Recommender Systems. 
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(2) We followed psychometric research methodology to validate the framework by conduct-
ing two user studies with different experimental conditions (e.g., scenarios, manipulated
system design factors, platforms). 

(3) The evaluation results re-validated one of the most influential user-centric evaluation
frameworks, ResQue , when the recommendations are delivered via conversation. We also
revealed how this new interaction method has changed the original ResQue framework. 

(4) Our framework provides a standardized user-centric research and evaluation approach
for conversational recommender systems. 

We structure the article as follows: We first review the related work. After that, we explain
he development process of the new evaluation model CRS-Que , including the constructs and the
ypothesized relations. We then present two user studies to validate our framework, including
ach study’s experimental setup, results, and discussion. Finally, we discuss the validation and use
f the framework. 

 RELATED WORK 

n this section, we first review conversational recommender systems that support natural language
nteraction, followed by the existing user-centric evaluation frameworks for recommender systems
nd the UX metrics of conversational agents. 

.1 Conversational Recommender Systems 

raditional recommender systems only support a one-shot interaction, i.e., presenting one or a list
f recommended items based on users’ past behavior [ 99 ]. In contrast, CRSs allow users to find
ecommendations of their interests with multi-turn interactions [ 48 ]. Furthermore, the CRS can
nteractively elicit users’ current preferences from their feedback and build a more comprehen-
ive user model to make better recommendations [ 21 ]. According to a recent survey on CRSs [ 48 ],
ome earlier CRSs work with graphical user interface (GUI) widgets rather than dialogue-based
nteraction, such as critiquing-based systems [ 17 , 77 ] where users can give feedback on recommen-
ations by picking some pre-defined or auto-generated critiques. However, the recent advance of
atural language technology has led to an increased interest in building a CRS based on natural

anguage (called dialogue-based CRSs; see Figure 1 ) that enables natural interaction between users
nd the system [ 8 , 60 ]. This work mainly focuses on the latter type of CRSs that support natural
anguage interaction. 

However, most existing studies evaluated their proposed methods using offline experiments,
hich usually simulated user behavior, for example, answering preference-related questions or
iving feedback on recommendations, based on their historical data [ 111 ]. With simulated data,
hey separately measured the recommendation performance by adopting accuracy metrics (e.g.,
verage Precision, RMSE, and Recall) [ 21 ] and/or assessed the system’s responses using lin-
uistic metrics like BLEU score [ 88 ]. However, such a simulated evaluation ignores that users
ay develop new preferences after exploring recommendations during the conversation. Thus,
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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Fig. 2. A structural equation model of ResQue [ 95 ]. 
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t may not inform us about the evaluation results in real-world situations. In contrast, empiri-
al studies carried out with user-centric evaluation can better measure the system’s effectiveness
n realistic scenarios. It typically requires participants to use the system to complete a specific
ask (e.g., finding music for a party) and then assesses their perceived quality of the system [ 9 ,
1 ]. A recent paper has discussed the importance of user-centric evaluation for dialogue-based
RS [ 47 ]; however, to the best of our knowledge, there is no user-centric evaluation frame-
ork that is specific to dialogue-based CRS. We aim to develop a consolidated and unifying

valuation framework to fill this gap. As text-based interaction is the major modality of exist-
ng CRSs, we have focused on validating the evaluation framework with the text-based CRSs in
his work. 

.2 User-centric Evaluation of Recommender Systems 

iven the limitations of evaluation methods based on objective metrics, as mentioned before, sev-
ral studies proposed different user-centric evaluation frameworks for recommender systems. 

2.2.1 ResQue. ResQue is a unifying evaluation framework [ 95 ] that was developed based on
wo well-known usability evaluation models, i.e., Technology Acceptance Model (TAM) [ 25 ]
nd Software Usability Measurement Inventory (SUMI) [ 62 ]. It measures the user experience
f recommender systems from four dimensions: Perceived Qualities, User Beliefs, User Attitudes,
nd Behavioral Intentions [ 95 ]. Figure 2 shows a structural equation model of ResQue . Each dimen-
ion contains multiple constructs that measure different aspects of the dimension. For example, the
imension of Perceived Qualities contains Explanation, Interaction Adequacy, Recommendation
ccuracy, and so on. The arrows between the constructs indicate casual relationships. For exam-
le, the construct of explanation can positively influence transparency, in turn leading to higher
rust and intention to purchase. The full model contains 15 constructs and 32 questions, allowing
ractitioners and researchers to evaluate the success of their own developed recommender systems
rom users’ perspectives. 
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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2.2.2 Explaining User Experience of Recommender Systems. Knijnenburg et al. [ 68 ] proposed a
ramework to explain users’ behavior through a set of constructs organized in a structure relating
he objective system aspects, subjective system aspects (i.e., the perceived qualities of the sys-
em), experience constructs (i.e., how users experience the system), personal characteristics (e.g.,
emographics, domain knowledge, initial trust), and situational characteristics (e.g., privacy con-
ern, familiarity, choice goal). The authors validated the framework with multiple field trials and
xperimental settings by manipulating various objective system aspects (e.g., recommendation al-
orithm, interaction, presentation). This framework provides a more holistic view of explaining
he user experience of recommender systems by incorporating personal and situational character-
stics into the model. 

These two most influential user-centric evaluation frameworks for recommender systems have
een extensively adopted to evaluate various types of recommender systems, including social
ecommendations [ 28 , 65 , 121 ], media recommendations [ 56 , 71 , 102 ], and product recommen-
ations [ 18 , 54 ]. In addition, some metrics were proposed to measure specific aspects of recom-
ender systems, such as explanation [ 119 ], trust [ 94 ], inspectability [ 65 ], and user control [ 65 ]. In

ur work, we have developed CRS-Que mainly based on the four dimensions of ResQue [ 95 ] and
dopted some questions of the framework of Knijnenburg et al. [ 68 ]. 

.3 UX Metrics of Conversational Agents 

imilar to the evaluation of recommendations, objective measures are insufficient to gauge the
ffectiveness and user experience of a CRS. Since a CRS is a task-oriented conversational agent,
he evaluation should consider the success of dialogue: whether the agent helps users find the
ecommended items of their interests. 

From a technical point of view, the evaluation metrics of conversational agents (CA) have
dentified several key components, such as the performance of natural language understand-

ng (NLU) component [ 6 ] and natural language generation (NLG) component [ 24 , 33 ]. Given
hat CA usability can significantly influence the demonstration and user perception of CA func-
ionality [ 123 ], we especially review the metrics measuring the conversational experience based
n both objective and subjective measures. 
PARADISE is a popular evaluation framework for CA [ 125 ], a general performance model of

ystem usability for spoken dialogue agents, including a subjective user satisfaction metric and
hree objective metrics about dialogue efficiency, dialogue quality, and task success. In another
ork, according to the quality attributes of chatbot development and implementation, Radziwill

nd Benton [ 97 ] suggested quantifying the quality of CA from four aspects: performance, hu-
anity, affect, and accessibility and proposed an analytic hierarchy process (AHP) for quality
etrics selection. Furthermore, evaluating embodied conversational agents introduces additional
etrics that reflect the quality of communication, such as likeability, entertainment, engagement,

elpfulness, and naturalness [ 101 ]. Toward commercial conversational agents, Kuligowska [ 70 ]
roposed some sophisticated metrics, such as the visual look of the chatbot, conversational abili-
ies, language skills, and context sensitiveness. More specifically, the measure of a CA’s response
uality could be assessed by content informativeness and interaction fluency [ 50 ]. 
In recent years, the rise of task-oriented chatbots has called for a new methodology to assess

he impact of the agent’s interaction strategies on the quality of experience, mainly considering
uality of Service (QoS) and Quality of Experience (QoE) [ 35 ]. In addition, some metrics for

ssessing communication and social skills have been proposed to evaluate social CA. For exam-
le, an evaluation model characterizes the interaction into dimensions of rapport [ 116 ], such as
ositivity, attentiveness, and coordination, based on the theories of negotiation and communica-
ion [ 138 ]. PEACE model [ 113 ] identifies four essential qualities of a chatbot, including politeness,
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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Fig. 3. General evaluation framework with hypothesized relationships (CRS-Que). 
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ntertainment, attentive curiosity, and empathy, that can influence users’ intention to use open-
omain chatbots. 
It can be seen from the above-described evaluation frameworks that some metrics are common

e.g., task ease, performance, and satisfaction), while some focus more on communications, such as
anguage skill, coordination, and rapport [ 70 , 138 ], and some include constructs about user beliefs
nd behavioral intentions, such as future use [ 124 ], affect [ 97 ], trust [ 101 ], and ease of use [ 35 ].
esides, some metrics specialize in particular types of CA, for example, evaluating visual look and
nowledge base for commercial CAs [ 70 ], and assessing feelings about negotiation and information
isclosure for social negotiation CAs [ 138 ]. 

 FRAMEWORK DEVELOPMENT 

igure 3 shows our general evaluation framework for conversational recommender systems with
ypothesized relationships. We develop this evaluation framework, called CRS-Que , based on the
idely used user-centric evaluation framework ResQue consisting of four dimensions [ 95 ]: Per-

eived System Qualities, User Beliefs, User Attitudes, and Behavioral Intentions (see Figure 2 ).
ach dimension contains several constructs carefully derived from prior work related to the user
xperience of recommender systems. Instead of generating a linear model, ResQue organizes the
uestion items into four dimensions to clearly describe how Users’ Perceived Qualities of the rec-
mmender system influence their Beliefs, Attitudes, and Behavioral Intentions. In our framework,
RS-Que , all constructs, except conversation-related constructs (blue boxes), are from ResQue (see
igure 2 ). 

We collected the metrics for conversation-related constructs mainly used for assessing conver-
ation quality. We distinguish conversation metrics from recommendation metrics by adding a
refix of CUI (Conversational User Interface) . Specifically, based on the rapport theory in con-
ersation [ 116 ], we adopted CUI Adaptability, CUI Attentiveness, and CUI Rapport to measure
ser perception of conversations. Moreover, CUI Understanding and CUI Response Quality are
he metrics for gauging user-perceived quality of NLU and NLG [ 125 ], which are two prominent
unctional modules in a CA. Besides, CUI Humanness, a kind of user belief, measures the extent
o which a CA behaves like a human, which has been studied in the conversational recommender
ystem for electronic products [ 34 ]. 
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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We conducted a study (i.e., Study 1) to identify several key qualities of conversational recom-
ender systems by investigating which constructs of Perceived Qualities and User Beliefs could

nfluence the user’s intention to use the CRS [ 52 ]. This study helps us refine the constructs of
RS-Que after merging closely correlated constructs and modifying some redundant and confus-

ng questions. The following sections explain what each construct is supposed to measure and
eview the relevant studies that have inspired our model development. The validated questions
or measuring each construct are shown in Tables 2 and 4 . 

.1 Perceived Qualities 

s the first dimension of CRS-Que , Perceived Qualities mainly measure how users perceive the
ignificant characteristics of the system, including qualities of recommendations (e.g., accuracy,
ovelty, and interaction adequacy) and qualities of conversation (e.g., attentiveness, understand-

ng, and response quality). Note that for this dimension, we omit three constructs (i.e., diversity,
nterface adequacy, information sufficiency) of the original ResQue model due to the unique char-
cteristics of CRS. Specifically, we omit diversity, because it measures a set of recommended items
ather than a single item usually delivered by a CRS during each recommendation round [ 48 ]. Al-
hough some CRSs may use special UI widgets (e.g., list view, carousel) to display multiple items
imultaneously, most CRSs often show a single item in conversation due to the limited display size
n mobile devices. In addition, we exclude the construct of interface adequacy, as it mainly focuses
n the design elements of graphical user interfaces, such as control buttons and layout. However,
 CRS usually has a standard, natural-language-based user interface. For information sufficiency , it
an be an important indicator of system informativeness for decision-making. But, since questions
f CUI Response Quality have assessed it, we also exclude it. 

3.1.1 Accuracy. Perceived accuracy measures how users feel the recommendation matches
heir interests and preferences. It can compensate for the limitation of objective accuracy [ 23 ]
o indicate how good the recommendation could be from the user’s perspective. 

3.1.2 Novelty. Novelty is one of the most discussed beyond-accuracy metrics for recommender
ystems, which gauges the extent to which the recommendation is new or unknown to users.
ovelty is particularly important to a recommender system that aims to support user exploration
nd discovery of new items. Novelty is sometimes discussed with “serendipity”; however, Her-
ocker [ 41 ] argued that the recommendation of high serendipity should be new and surprising.
espite the nuances of the two words, we do not distinguish them in our user study to avoid user

onfusion. Novelty is usually positively correlated with some constructs such as diversity and
overage [ 58 ]. 

3.1.3 Interaction Adequacy. This construct mainly measures the system’s ability to elicit and
efine user preferences through user interaction; some recommender systems may implicitly adapt
o user preferences based on their interaction behaviors. Because a CRS tends to improve user expe-
ience through dialogue-based conversation [ 81 ], preference elicitation is its integral process [ 92 ].
imilar to the typical interaction strategies of critiquing-based recommender systems [ 16 ], a CRS
llows users to give feedback by rating items or specifying the attributes of their preferred items.

3.1.4 Explanation. This construct measures the system’s ability to explain its recommenda-
ions. Explainable recommender systems tend to improve the trustworthiness and transparency
f the system [ 117 ]. Several works [ 32 , 118 ] have proposed different approaches to designing and
valuating explanations of recommender systems. It was shown that explanations could positively
nfluence various aspects of recommender systems [ 22 , 118 ], such as user acceptance and trust. 
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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3.1.5 CUI Positivity. Positivity is the first component of rapport theory [ 116 ], corresponding
o the perceived mutual friendliness and caring in communication. For example, positivity may
etermine the tone and vocabulary of a conversation [ 116 ]. 

3.1.6 CUI Attentiveness. Attentiveness is the second component of “rapport.” It measures if
 system establishes a focused and cohesive interaction by expressing mutual attention and in-
olving each other. CUI attentiveness closely relates to the other two components, Positivity and
oordination [ 116 ]. 

3.1.7 CUI Coordination. Coordination is the third component that examines whether commu-
ication is synchronous and harmonious [ 116 ]. Coordination is more critical to rapport than the
ther two components in the late communication phase, which could arouse communicators’ em-
athy in conversation. 

3.1.8 CUI Adaptability. Adaptability measures a system’s ability to adapt to users’ behavior
nd preferences during the conversation. Adaptability is usually associated with personalization,
.g., whether a system can personalize its replies by adapting to the user’s emotions or histori-
al behavior [ 61 ]. Other adaptive agents can learn users’ vocabularies to engage with community
embers [ 105 ] and adjust the conversation length according to the context [ 126 ]. In our frame-
ork, this construct particularly assesses if the system adapts to the user’s preferences for items. 

3.1.9 CUI Understanding. Understanding is the key performance indicator of conversational
gents, which measures an agent’s ability to understand users’ intents. The performance of the
L) module of a CA is usually measured by the correct rate and confidence scores of intent classi-
cation and entities extraction [ 1 ]. In our work, we aim to measure user-perceived understanding
f a CRS. 

3.1.10 CUI Response Quality. Response Quality refers to content quality (informativeness) and
he pace of interaction (fluency), which have been frequently adopted to assess response quality
n chatbots [ 50 , 59 , 74 , 137 ]. It has been found that informativeness and fluency often positively
nfluence users’ perceived humanness of the conversation agent [ 104 ]. However, from the referred
iterature, we cannot find concrete questions for measuring CUI Response Quality, so in our frame-
ork, the corresponding questions were composed according to the definitions of informativeness

nd fluency. 

.2 User Beliefs 

he constructs of User Beliefs in our framework measure a higher level of user perception of a
ystem, which the constructs of Perceived Qualities could influence. This dimension could reflect
he effectiveness of a CRS in supporting users to perform specific tasks, such as decision-making
nd exploring diverse items to develop new interests. In addition to the constructs of ResQue (e.g.,
erceived Ease of Use, Perceived Usefulness, User Control, Transparency) [ 95 ], this dimension
lso contains two constructs of conversation: CUI rapport and CUI Humanness. We determined
hese two conversation constructs, because rapport and humanness are two higher levels of user
erception and are closely associated with users’ perceived quality of the conversation [ 13 , 103 ,
07 ]. 

3.2.1 Perceived Ease of Use. Perceived ease of use can be measured physically and mentally.
he physical measures include the completion time of a task and the learning curve of using a
ew system. Regarding mental measures, many user studies of recommender systems employ the
ASA-TLS evaluation framework [ 38 ] to assess users’ cognitive load. Both physical efforts and
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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ognitive load will influence the perceived ease of use of a CRS. Similar to ResQue [ 95 ], we use
ubjective questions to measure this construct. 

3.2.2 Perceived Usefulness. Perceived usefulness measures the system’s competence in sup-
orting users in performing tasks [ 94 ]. Users may judge the usefulness of a recommender by
he support they get from recommendations when performing a task. It was found that the per-
eived usefulness influences the users’ willingness to share their data for improving recommen-
ations [ 79 ]. In our model, perceived usefulness mainly measures the extent to which the system
upports decision-making. 

3.2.3 User Control. User control measures the controllability users perceive while interacting
ith the recommender. Previous studies show the positive effects of controllability on multiple
ser experience factors such as recommendation accuracy [ 53 ] and overall user satisfaction [ 43 ].
o address the challenges of designing personalized user control mechanisms for recommender
ystems [ 49 ], some researchers suggest different user control mechanisms that are tailored to some
ersonal characteristics such as domain knowledge, trusting propensity, and persistence [ 55 , 66 ]. 

3.2.4 Transparency. The transparency of a system enables users to understand the inner logic
f the recommendation process. Moreover, transparency closely relates to user control and expla-
ation, which tends to positively influence users’ perceived accuracy [ 108 ], intention to buy [ 114 ],
nd overall satisfaction [ 54 ]. Although transparency is supposed to influence user trust positively,
izilcec [ 63 ] argues that designers should find a proper degree of interface transparency for build-

ng trust, as too much transparency may impair user trust. 

3.2.5 CUI Rapport. It is an overall measure of rapport that users perceive while communicat-
ng with the conversational agent. According to the rapport theory [ 116 ], it contains three com-
onents: Positivity, Attentiveness, and Coordination. The three components closely correlate, and
ach emphasizes the important trait at different stages of communication. For example, CUI Pos-
tivity is particularly important at the early stage of communication, while CUI Attentiveness is

ore critical when the conversation has started for a while. Several studies investigate approaches
o help agents develop and maintain a communication rapport with users. For instance, Novick
nd Gris [ 84 ] suggest increasing the amplitude of nonverbal behaviors to establish a rapport, and
iek et al. [ 100 ] enable human-robot rapport via real-time head gesture mimicry. 

3.2.6 CUI Humanness. Humanness is also an overall quality measure of conversation, as it
auges the extent to which an agent behaves like a human. Many studies show various design fac-
ors that may influence user perception of humanness, such as anthropomorphic visual cues [ 34 ],
he presence of typos and capitalized words in the responses [ 132 ], typeface [ 12 ], and conversa-
ional skills [ 103 ]. However, a study suggests avoiding small talk and maintaining a formal tone
o reduce humanness in a service-oriented context [ 112 ]. 

.3 User Attitudes 

ser Attitudes assess users’ overall feelings towards a conversational recommender system. Com-
ared with the constructs of User Beliefs, the constructs of Attitudes are less likely to be influenced
y the short-term experience of using the system. The typical constructs of Attitudes include user
rust, confidence, and satisfaction. 

3.3.1 Trust & Confidence. Trust significantly influences the overall success of a recommender
ystem. The trust can be influenced by recommendations, conversations, or both for a CRS. In-
orporating the concept of trust into a collaborative filtering framework tends to increase the
redictive accuracy of recommendations [ 75 , 87 ]. Kunkel et al. [ 71 ] suggest that recommenders
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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hould provide richer explanations to increase a system’s trustworthiness. Pu and Chen [ 94 ] ex-
lore the potential of building users’ trust with explanation interfaces for recommender systems.
esides, personal characteristics (e.g., personality [ 10 , 71 ], cultural differences [ 4 , 15 ]) and situa-

ional characteristics (e.g., system reputation [ 15 ], task type [ 127 ], and system familiarity [ 26 ]) may
lso influence user trust. Although Przegalinska et al. [ 93 ] propose a new methodology to mea-
ure chatbot performance based on user trust, the trust in conversations does not have a unified
efinition and measurement yet [ 27 ]. 
Confidence indicates whether the system can convince users of recommended items. In other

ords, it measures the user’s confidence in accepting the recommendation. Hoxmeier et al. [ 46 ]
nvestigate the effects of gender and technical experience on user confidence in electronic com-

unication. For decision support systems, the level of presenting uncertainty information can
nfluence user confidence in decision-making [ 2 ]. 

3.3.2 Satisfaction. This construct is an overall measure of users’ attitudes and opinions toward
 conversational recommender system in our framework. It allows subjects to provide general
eedback to the whole system. Several studies show increased user satisfaction by integrating user
ersonality traits [ 82 ] and domain knowledge [ 67 ] into the process of generating recommenda-
ions. Besides, a large-scale user study shows a positive effect of recommendation serendipity on
ser satisfaction [ 19 ]. 

.4 Behavioral Intentions 

ehavioral Intentions toward a system are related to user loyalty, which measures the likelihood
hat users will use the system in the future, accept/purchase resulting recommendations, and rec-
mmend the system to their acquaintances [ 95 ]. Therefore, we mainly consider Intention to Use
nd Intention to Purchase in this dimension. Users’ behavioral intentions tend to be influenced by
erformance expectancy, effort expectancy, social influence, and trust [ 128 ]. By definition, perfor-
ance expectancy is similar to Perceived Usefulness, and effort expectancy is similar to Perceived
ase of Use, both measured by our framework. We did not consider social influence, because our
ramework focuses on personal perceptions rather than the influence of others’ opinions on us-
ng the recommender systems. Moreover, user trust and satisfaction positively influence users’
ntention to use [ 106 ]. 

 EMPIRICAL VALIDATION 

.1 Validation Approach 

igure 3 shows a full version of the evaluation framework that contains all constructs related to the
ser experience of a CRS. This framework provides a holistic view for evaluating CRSs from users’
erspectives. This framework is not restricted to a specific type of CRS or an application domain.
o assess the validity and reliability of the evaluation framework, we conducted two user studies to
valuate two different CRSs by using this framework. According to the research questions of each
tudy, we selected the most relevant constructs for each of the four dimensions in the evaluation
odel. We employed Confirmatory factor analysis (CFA) , a multivariate statistical technique,

o verify the factor structure and framework [ 36 ]. Following the psychometric methods [ 86 ], we
valuated the framework from various aspects, such as internal reliability and convergent validity.
n the following, we will introduce the details of our validation approach, including measurements,
ystem manipulation, study design, and analysis method. 

4.1.1 Measurements. All constructs of this user-centric evaluation framework CRS-Que are
ased on subjective measures. We employed questionnaires to measure constructs of Perceived
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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ualities of recommendations and conversations (e.g., Accuracy, CUI Response Quality), User
eliefs (e.g., Perceived Ease of Use, CUI Rapport), User Attitudes (e.g., Trust), and Behavioral

ntentions (e.g., Intention to Use). We developed all evaluation constructs based on existing UX
etrics for recommenders and conversational systems. To ensure we can keep enough question

tems for each construct after dropping some items that do not contribute to the measurement
f any construct, we kept at least three questions per construct to “provide minimum coverage
f the construct’s theoretical domain ” [ 36 ]. Therefore, we composed some questions for some
onstructs with less than three question items. All the self-composed questions are validated
ollowing the requirements of CFA and are marked by the symbol “*” in Tables 2 and 4 . All the
uestion items are rated on a 7-point Likert scale, ranging from “Strongly Disagree” to “Strongly
gree.” In addition, to filter out the poor responses, we put some attention-check questions in the
uestionnaire to identify the inattentive responses, for example, “Please respond to this question
ith ‘2’. ”

4.1.2 System Manipulation. Typical evaluations of recommender systems (including user-
entric evaluations) involve A/B comparisons between different versions of the same system. The
anipulations allow us to investigate how the design factors could influence users’ responses to

he measurement of various constructs and provide insight into the ability of these constructs of
ur framework to gauge the user experience of a CRS. For example, would users of a human-like
hatbot score higher on the CUI Humanness scale than users of a machine-like chatbot? There-
ore, we manipulated several prominent design factors of CRSs in our studies, including critiquing
nitiative (user-initiated vs. system-suggested) [ 9 ], explanation display (true vs. false) [ 32 ], and
umanization level (low vs. high) [ 34 ]. 
To fairly investigate the effect of manipulation, we keep everything constant between compared

ersions of the system except the manipulated design factors. In addition, we often choose a version
s the baseline condition (e.g., without explanation), being compared with other conditions. 

4.1.3 Study Design. All our studies aim to evaluate different versions of a system. As the eval-
ation of the system depends on user perception of recommended content (e.g., music, mobile
hones), we decided to choose a between-subjects study design to avoid carryover effects and the
igh effort of answering a long questionnaire repeatedly in a within-subjects study. 
We recruited subjects from Prolific, 1 a popularly used platform for academic surveys. To ensure

he quality of the study, we pre-screened users in Prolific using the following criteria: (1) partici-
ants should be fluent in English; (2) the number of the participant’s previous submissions should
e more than 100; (3) approval rate should be greater than 95%. The Research Ethics Committee

REC) of our university approved this study. 
The procedure of the study contains the following steps: 

(1) Participants must sign a consent form to accept General Data Protection Regulation

(GDPR) before signing into our system. 
(2) Participants are asked to read a brief introduction about using the experimental CRS and

fill out a pre-study questionnaire. 
(3) Participants are asked to try the system. 
(4) Participants are asked to perform a task using the system. For example, create a music

playlist (Study 1) or add mobile phones to the shopping cart (Study 2). 
(5) After finishing the task, we ask users to fill out a post-study questionnaire according to
CRS-Que . 

 https://w w w.prolific.co/ 
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4.1.4 Analysis Method. We first applied CFA to establish internal reliability, convergent valid-
ty, and discriminant validity. A CFA model consists of latent variables, which cannot be measured
irectly and should be measured by at least three indicators [ 7 ]. Convergent validity ensures that
 group of questions (indicators) measure the same latent factor. In contrast, discriminant validity
nsures that the two latent factors’ indicators measure different things. To keep the discriminant
alidity of constructs, we can merge the two highly correlated constructs (greater than 0.85), or
he average variance extracted (AVE) of the constructs should be higher than the correlation
alue of the construct with other constructs [ 20 ]. Furthermore, we employed Structural Equation

odeling (SEM) to investigate the relationship between constructs within one dimension (e.g.,
xplainability and CUI Attentiveness, under Perceived Qualities) or constructs belonging to dif-
erent dimensions (e.g., CUI Adaptability and Perceived Usefulness, under Perceived Qualities and
ser Beliefs, respectively). We validate the general evaluation framework (Figure 3 ) in two studies,

esulting in two models (Figures 5 and 7 ) that illustrate relationships among the four dimensions
n different experimental settings. Compared with the traditional multivariate analysis methods,
EM has four significant advantages: (1) estimating variables that cannot be directly measured
latent variables) via observed variables, (2) taking measurement error into account in the model,
3) validating multiple hypotheses simultaneously as a whole, (4) testing a model regarding its fit
f the data [ 131 ]. 

4.1.5 Visual Presentation of SEM. The visual presentation of SEM results consists of boxes and
rrows referring to constructs and significant relationships, respectively. Each single-headed ar-
ow is associated with two numbers. The first number is the parameter β representing the re-
ression coefficient, and the second number in the parentheses represents the standard error of
he regression coefficient. To be more specific, the regression coefficient β indicates the amount
f changes in a dependent variable (y) attributed to a unit change in an independent variable (x).
ince the β coefficient is not standardized, the large coefficient values ( > 1 ) do not necessarily
ean multicollinearity. The direction (the arrow), strength ( β), and significance ( p value) of the

ath between two constructs indicate how they are related. For example, for a path (Explanation
 Transparency) in Figure 2 , you may conclude that Explanation has a positive and significant

ffect on Transparency, suggesting that explaining recommendations could lead to a better under-
tanding of recommendation logic. It is worth mentioning that interpreting an SEM is not solely
ased on individual paths but also involves understanding the overall theoretical model. In addi-
ion, the double-headed arrows represent the correlations between two variables, and the numbers
n the edge represent the estimate and standard error of covariance. 
We use different notations to denote the statistical significance level. 2 In addition, we use dif-

erent colors to signify system design factors (orange color), the constructs of recommendations
gray color), the constructs of conversations (blue color), and the constructs of user attitudes and
ehavioral intentions (white color). 

.2 Study 1: MusicBot for Music Exploration 

usicBot is a critiquing-based recommender system for exploring music recommendations [ 9 ].
n the context of recommender systems, critiques refer to the users’ feedback made on the rec-
mmendations [ 17 ]. For example, “I want a cheaper computer” can be a critique of a recom-
ended computer. This study mainly compares two critiquing approaches (i.e., user-initiated and

ystem-suggested). Two dialogue examples with yellow labels (see Figure 4 ) illustrate how the user
an make user-initiated critiquing (UC) and system-suggested critiquing (SC) , respectively.
 The significance level: *** p < .001, ** p < .01, * p < .05. 
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Fig. 4. The user interface of MusicBot . 
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ser-initiated critiquing allows users to critique the recommended song by themselves. For exam-
le, they can critique a recommended song using audio features, “I need a song with higher energy.”
n contrast, with system-suggested critiquing , users get the agent’s suggestions for exploring music
ecommendations, for example, “Compared to the last played song, do you like the song of lower
empo?” Users can decide whether to accept the suggested critique or not. 

Evaluating MusicBot with CRS-Que involves two research questions. 
RQ1: How does the critiquing initiative (user-initiated vs. system-suggested) influence users’

erceived qualities of recommendations and conversations? 
RQ2: How do the changes in Perceived Qualities influence the constructs of other dimensions

i.e., User Beliefs, User Attitudes, and Behavioral Intentions)? 

4.2.1 Setup. The music CRS is implemented as a desktop web application. The web application
onsists of three parts: a rating widget (Figure 4 (A)), MusicBot (Figure 4 (B)), and an instruction
anel (Figure 4 (C)). A dialogue window of MusicBot shows the dialogue between the user and the
ystem, where the cards show the recommended songs and a row of buttons is for users to give
eedback on the recommendation (i.e., “Like,” “Next,” “Let bot suggest”). The users can click the
Next” button to skip the currently recommended song or the “Like” button to add the song to
he playlist. The “Let bot suggest” button can trigger a system-suggested critiquing on the rec-
mmended song (see details below). The system-suggested critiquing is implemented based on
ulti-Attribute Utility Theory (MAUT) [ 136 ] and the diversity calculation based on Shannon’s

ntropy [ 135 ]. The implementation details can be found in our prior work [ 9 ]. We use off-the-
helf technologies to implement the recommendation component and conversation component.
he recommendation is powered by Spotify recommendation service, 3 and the natural language
nderstanding is enabled by Dialogflow ES (standard) API. 4 
 https://developer.spotify.com/console/get-recommendations/ 
 https://cloud.google.com/dialogflow/es/docs 
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Table 1. Demographics of the Participants in Study 1 

Item Frequency Percentage (%) 

Age 

18–24 36 16.67% 

25–34 74 34.26% 

35–44 54 25.00% 

45–54 27 12.50% 

55–64 18 8.33% 

≥ 65 7 3.24% 

Gender 
Male 117 54.17% 

Female 96 44.44% 

Other 3 1.39% 

Nationality 

UK 135 62.50% 

Canada 15 6.94% 

USA 15 6.94% 

Germany 6 2.78% 

Netherlands 5 2.31% 

Others 40 18.52% 
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We conducted a between-subjects study to investigate the effects of the critiquing initiative on
he user experience constructs of the CRS. The task of the user study is to use the MusicBot to
iscover new and diverse songs and create a playlist that contains 20 pieces of music that fit the
ser’s music taste. 

4.2.2 Participants. The experiment took 20 minutes, on average, and we compensated each par-
icipant £2.4. A total of 265 users participated in our study. We removed 38 participants’ responses
or extremely long duration in the study and 54 participants who failed to pass the attention check
uestions. 5 We finally kept the data of 173 participants, which meet the minimum sample size ac-
ording to a CFA/SEM rule of thumb that 5:1 is the recommended ratio of subjects to observable
ariables (N:q) [ 3 ]. The number of observable variables is the total number of questions contained
n all constructs. Table 1 presents the demographics of those participants. 

4.2.3 Validity and Reliability of Evaluation Model. We performed a CFA to establish convergent
nd discriminant validity. We iteratively adjust the model based on the factor loadings and corre-
ation coefficient between the two factors. For example, removing an indicator until the average

ariance extracted (AVE) of a factor is less than 0.4 [ 7 ], or merging two factors if they strongly
orrelate. A latent variable should contain at least three indicators [ 36 ]. Specifically, we dropped
ome constructs containing only a single item (e.g., Accuracy, Explainability, CUI Attentiveness,
nd CUI Engagingness), which cannot assess measurement error and check the validity of scales
pplied in a new context. To validate these dropped constructs, we modified the questions of these
onstructs and tested them in Study 2. In addition, we merged some strongly correlated constructs
e.g., CUI Positivity & CUI Rapport, CUI Adaptability & CUI Coordination, and Trust & Confidence)
o keep the discriminant validity of the constructs. 

In addition, we chose Cronbach’s alpha and correlated item-total correlations to measure the
onstruct’s internal reliability for considered latent variables. The scores of all constructs are above
 To ensure the quality of user responses, we set attention checking questions (for example, “Please indicate which number 

s an odd number? ”). Besides, we checked if users’ responses have dubious patterns, for example, “AAAA,” “ABAB,” or 

ontain conflicts to similar or reversing questions. 
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Table 2. Reliability for Latent Factors (Constructs) Validated in Study 1 

Internal Reliability Convergent Validity 

Construct Items 

Cronbach 
alpha 
(0.5) 

Item-total 
correlation 

(0.4) 

Factor 
loading ( R 2 ) 

(0.4) 

Variance 
extracted 

(AVE) (0.4) 

Perceived Qualities 

1. Novelty [ 76 , 95 ] 4 0.922 0.757 

The music chatbot helps me discover new songs. 0.728 0.593 
The music chatbot provides me with surprising recommendations that helped me 
discover new music that I wouldn’t have found elsewhere. 

0.896 0.902 

The music chatbot provides me with recommendations that I had not considered in 
the first place but turned out to be a positive and surprising discovery. 

0.816 0.726 

The music chatbot provides me with recommendations that were a pleasant surprise 
to me because I would not have discovered them somewhere else. 

0.850 0.816 

2. Interaction Adequacy [ 95 ] 3 0.784 0.560 

I find it easy to inform the music chatbot if I dislike/like the recommended song. 0.592 0.549 
The music chatbot allows me to tell what I like/dislike. 0.571 0.455 
I find it easy to tell the system what I like/dislike. 0.722 0.717 

3. CUI Adaptability [ 116 , 129 ] 3 0.805 0.584 

I felt I was in sync with the music chatbot. 0.628 0.605 
The music chatbot adapts continuously to my preferences. 0.642 0.545 
I always have the feeling that this music chatbot learns my preferences. 0.692 0.596 

4. CUI Response Quality [ 137 ] 3 0.722 0.473 

The music chatbot’s responses are readable and fluent. 0.581 0.464 
Most of the chatbot’s responses make sense. 0.560 0.475 
The pace of interaction with the music chatbot is appropriate. 0.503 0.479 

User Beliefs 

1. Perceived Usefulness [ 95 ] 3 0.816 0.593 

The music chatbot helps me find the ideal item. 0.694 0.555 
Using the music chatbot to find what I like is easy. 0.661 0.570 
The music chatbot gives me good suggestions. 0.653 0.659 

2. CUI Rapport [ 116 ] 5 0.893 0.629 

The music chatbot is warm and caring. 0.750 0.653 
The music chatbot cares about me. 0.803 0.761 
I like and feel warm toward the music chatbot. 0.764 0.715 
I feel that I have no connection with the music chatbot. 0.628 0.431 
The music chatbot and I establish rapport. 0.764 0.627 

User Attitudes 

1. Trust & Confidence [ 95 ] 3 0.801 0.607 

This music chatbot can be trusted. 0.528 0.400 
I am convinced of the items recommended to me. 0.731 0.758 
I am confident I will like the items recommended to me. 0.698 0.669 

Behavioral Intentions 

1. Intention to Use [ 95 ] 3 0.922 0.798 

I will use this music chatbot again. 0.843 0.824 
I will use this music chatbot frequently. 0.872 0.861 
I will tell my friends about this music chatbot. 0.812 0.720 

The symbol “*” indicates the self-composed questions. 

t  

(
 

o  

q  

r  

T  

C  

a  

q

6

he moderate level of 0.5 [ 44 ]. 6 The scores of item-total correlations are above the cut-off value
0.4) for all constructs [ 91 ]. 

After several iterations, we obtained values as indicated in Table 2 . They meet the cut-off values
f all validity and reliability indicators. By running these validity tests, we refine each construct’s
uestions and increase the validity of our evaluation model’s constructs. After proving the model’s
eliability and validity, we validated the relationships between constructs using the SEM [ 64 ].
able 2 shows eight validated constructs under four dimensions: Novelty, Interaction Adequacy,
UI Adaptability, CUI Response Quality, Perceived Usefulness, CUI Rapport, Trust & Confidence,
nd Intention to Use. Each construct contains at least three question items. There are 27 valid
uestion items in the validated questionnaire of Study 1. 
 Excellent reliability ( >0.90), high reliability (0.70–0.90), moderate reliability (0.50–0.70), and low reliability ( <0.50). 
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Fig. 5. The Structural Equation Modeling (SEM) results of Study 1. Significance: *** p < .001, ** p < .01, * p < 

.05, • p < .10. R 

2 is the proportion of variance explained by the model. Factors are scaled to have a standard 

deviation of 1. 
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4.2.4 Structural Model. We employed SEM to build a path model for validating the relationships
etween constructs. Figure 5 shows the resulting model. Overall, the model has an acceptable
t indicated by the following indices: ˜ χ 2 = 555.300 (d.f. = 311), p < 0.001, TLI = 0.926, CFI =
.934, RMSEA = 0.062, 90% CI [0.052, 0.072], which meet the recommended standards of these fit
ndices [ 45 ]. ˜ χ 2 is an absolute fit index for the model, but it could be affected by multiple factors,
uch as sample size, model size, and the distribution of variables. TLI (Tucker-Lewis Index) is
 relative fit index whose cut-off value is 0.9. CFI (Comparative Fit Index) and RMSEA (Root

ean Square Error) are non-centrality-based indices for model fit. 7 Besides, R squared values for
ll the constructs are larger than 0.40, which indicates that the model can examine the significance
f the paths associated with these constructs. 
According to the path between four dimensions, i.e., Perceived Qualities → User Beliefs → User

ttitudes → Behavioral Intentions, we categorize and associate constructs as shown in Figure 5 .
e use blue color to indicate paths that have been verified in the original ResQue model, and

he remaining paths are related to the constructs of conversation that are new in our framework
RS-Que (except the path Interaction Adequacy → Perceived Usefulness). 
The results do not show a significant effect of the manipulated design factor (critiquing ini-

iative) on any measured construct. Therefore, the system design factor box is isolated from the
odel. The paths between the first two dimensions show that Novelty and CUI Adaptability pos-

tively influence Perceived Usefulness and CUI Rapport, and Interaction Adequacy also positively
nfluences Perceived Usefulness. The significant path, Perceived Usefulness → Trust → Intention
o Use, indicates that increasing Perceived Usefulness could lead to higher user trust in the system
nd intention to use the system, which has been validated by ResQue [ 95 ]. Moreover, the signifi-
ant path, CUI Rapport → Intention to Use, shows a positive effect of CUI Rapport on Intention
o Use. More notably, several short paths, Interaction Adequacy ↔ CUI Adaptability, 8 Interaction
 CFI: excellent ( >0.99), close (0.95–0.99), fair (0.92–0.95), poor ( <0.90); RMSEA: excellent ( <0.01), close (0.01–0.05), fair 

0.05–0.08), poor ( >0.1). 
 The high covariance between two latent variables could be interpreted as a strong correlation between two factors. Ac- 

ording to the definitions of the two factors, they gauge different aspects of the CRS: “Interaction Adequacy” is mainly 

rom users’ perspective to see whether they feel easy to tell their preferences or not, while “CUI Adaptability” is about the 

onversational interface’s general ability to adapt to the user’s request. Therefore, we keep these two factors in the model 

nstead of merging them into one factor. 
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dequacy ↔ CUI Response Quality, and Novelty ↔ CUI Adaptability demonstrate positive corre-
ations between conversation constructs and recommendation constructs of Perceived Qualities. 

4.2.5 Discussion of the Results. Several previous studies have compared the user-initiated and
ystem-suggested critiquing systems. For example, one study found that user-initiated critiquing
ystems outperform system-suggested critiquing systems regarding decision accuracy, decision
onfidence, and cognitive effort [ 14 ]. However, these experimental systems support critiquing
eatures by traditional UI widgets (e.g., buttons and dropdown menus), not natural language
nteraction. 

In Study 1, the comparison of the two critiquing techniques does not yield a significant differ-
nce in users’ perceived qualities, echoing the findings of our prior studies that compared user-
nitiated critiquing with system-suggested critiquing in a conversational recommender system [ 9 ,
1 ]. Moreover, Study 1 focuses on a scenario (music recommendations) requiring low user in-
olvement in decision support and critiquing for music exploration, which may influence user
erception of the two critiquing initiatives. 
Nevertheless, the resulting model still validates the hypothesized relationships between the four

imensions of our framework. Specifically, users think a music CRS is useful if it supports rich
ser interaction and exploration of new music. Several studies proposed different approaches to
xplore music for serendipity and novelty, such as exploring music preferences [ 115 ] and mu-
ic genres [ 73 ]. Furthermore, for the aspects of conversation, the more MusicBot can adapt to user
references, the higher response quality and rapport the user can perceive. In addition, we validate
he correlations between the perceived qualities of recommendations (i.e., Interaction Adequacy
nd Novelty) and the perceived qualities of conversation (i.e., CUI Adaptability and CUI Response
uality), which imply the importance of associating conversation constructs with recommenda-

ion constructs when evaluating a CRS. 

.3 Study 2: PhoneBot for Purchase Decision-making 

n this study, we evaluated another CRS, PhoneBot , which helps users purchase mobile phones.
ompared with MusicBot in Study 1, PhoneBot allows us to validate our framework in a differ-
nt scenario (mobile phone recommendations) that requires high user involvement in decision
upport. Moreover, PhoneBot is a mobile application that requires participants to chat with the
ot on their mobile devices, which helps us validate the evaluation framework on different plat-
orms. Same as MusicBot , we implement the recommendation component based on MAUT [ 136 ]
nd the mobile phones database of GSMArena.com. Moreover, we use DialogFlow ES (standard)
o implement the conversation component by defining intents for critiquing mobile phone recom-
endations on various attributes, such as price, screen resolution, and battery life. 
Previous studies have investigated how humanization level and recommendation explanations

nfluence user trust on traditional recommender systems [ 71 , 110 , 120 , 134 ]. This study aims to in-
estigate how the two design factors, i.e., humanization level and explanation display (see Figure 6 ),
nfluence user trust in CRS. Specifically, we will address the following research questions: 

RQ1: How does the humanization level of the system influence user trust in the CRS? 
RQ2: How do the recommendation explanations influence user trust in the CRS? 
RQ3: What are the interaction effects of humanization level and recommendation explanations ?

4.3.1 Setup. First, PhoneBot elicits user preferences by asking several questions about the user’s
udget and more specific requirements for other phone attributes (e.g., display size, battery capac-
ty, and brand). After that, the bot presents a recommended phone in a dialog turn. 
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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Fig. 6. The user interfaces of PhoneBot . 
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Table 3. Demographics of the Participants in Study 2 

Item Frequency Percentage (%) 

Age 

19–25 80 46.24% 

26–30 35 20.23% 

31–35 19 10.98% 

41–50 13 7.51% 

36–40 13 7.51% 

51–60 9 5.20% 

> 60 4 2.31% 

Gender 
Male 90 52.02% 

Female 80 46.24% 

Other 3 1.73% 

Nationality 

UK 41 23.70% 

USA 38 21.97% 

Portugal 18 10.40% 

Poland 15 8.67% 

Italy 13 7.51% 

Others 48 27.73% 
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We manipulated the humanization level of PhoneBot by adopting multiple humanization fea-
ures for chatbots [ 98 ], including a human avatar, human identity in self-introduction, addressing
sers by their names, and adaptive response speed (Figure 6 (B)). For explanation display, the bot
an explain the current recommended item by ranking it in the recommendation pool by some
ttributes the user cares about (Figure 6 (C)), which is compared with its counterpart that does not
how any explanations (Figure 6 (D)). 

We conducted a 2 × 2 between-subjects study to investigate how these two system design factors
humanization level and explanation display) influence purchase decision-making and other user
xperience aspects according to CRS-Que . The task of this study is to help a fictional character
ick three mobile phones based on her budget, battery, and display size requirements. 

4.3.2 Participants. We recruited 256 participants from the Prolific platform. The average com-
letion time of the experiment is around 12 minutes. We paid £1.5 for each participant. In addition,
e applied the same criteria used in Study 1 to filter out some low-quality responses. Specifically,
e removed 6 responses that failed to pass attention-check questions, 29 that contained a straight

ine of answers or a similar pattern, and 5 that took an extremely long duration in the study. Fi-
ally, we kept 216 valid responses, an acceptable sample size for running SEM according to the
ecommended ratio of subjects to observable variables (5:1) [ 3 ]. We present the demographics of
alid participants in Table 3 . 

4.3.3 Validity and Reliability of Evaluation Model. Same as the procedure of adjusting the model
n Study 1, we performed a CFA to exclude some question items that have a low factor loading
 < 0.4) or a strong correlation with other latent factors indicated by modification indices [ 133 ]. In
he end, our model demonstrates convergent validity, discriminant validity, and internal reliability.

oreover, Table 4 presents the scores of various validity and reliability indices (e.g., Cronbach’s
lpha, factor loading) and 11 validated constructs, including Accuracy, Explainability, CUI Atten-
iveness, CUI Understanding, Transparency, Perceived Ease of Use, User Control, CUI Human-
ess, Trust & Confidence, Satisfaction, and Intention to Purchase. The final questionnaire contains
7 items; at least three questions measure each latent variable (construct). 
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2:20 Y. Jin et al. 

Table 4. Reliability for Latent Factors (Constructs) Validated in Study 2 

Internal Reliability Convergent Validity 

Construct Items 

Cronbach 
alpha 
(0.5) 

Item-total 
correlation 

(0.4) 

Factor 
loading ( R 2 ) 

(0.4) 

Variance 
extracted 

(AVE) (0.4) 

Perceived Qualities 

1. Accuracy [ 68 , 95 ] 3 0.805 0.600 

The recommended phones were well-chosen. 0.717 0.680 
The recommended phones were relevant. 0.663 0.631 
The recommended phones were interesting. * 0.606 0.482 

2. Explainability [ 95 ] 3 0.916 0.800 

The chatbot explained why the phones were recommended to me. 0.893 0.937 
The chatbot explained the logic of recommending phones. * 0.750 0.607 
The chatbot told me the reason why I received the recommended phones. * 0.854 0.847 

3. CUI Attentiveness [ 116 , 138 ] 3 0.812 0.598 

The chatbot tried to know more about my needs. 0.631 0.514 
The chatbot paid attention to what I was saying. * 0.708 0.700 
The chatbot was respectful to me and considered my needs. * 0.662 0.592 

4. CUI Understanding [ 5 ] 3 0.930 0.822 

The chatbot understood what I said. 0.852 0.797 
I found that the chatbot understood what I wanted. 0.899 0.904 
I felt that the chatbot understood my intentions. 0.823 0.767 

User Beliefs 

1. Transparency [ 40 , 95 ] 3 0.821 0.614 

I understood why the phones were recommended to me. 0.645 0.551 
I understood how the system determined the quality of the phones. 0.680 0.556 
I understood how well the recommendations matched my preferences. 0.711 0.720 

2. Perceived Ease of Use [ 95 ] 4 0.944 0.808 

I could easily use the chatbot to find the phones of my interests. * 0.865 0.799 
Using the chatbot to find what I like was easy. 0.871 0.809 
Finding a phone to buy with the help of the chatbot was easy. 0.844 0.763 
It was easy to find what I liked by using the chatbot. * 0.881 0.860 

3. User Control [ 95 ] 3 0.913 0.785 

I felt in control of modifying my taste using this chatbot. 0.857 0.861 
I could control the recommendations the chatbot made for me. * 0.761 0.645 
I felt in control of adjusting recommendations based on my preference. * 0.859 0.855 

4. CUI Humanness [ 107 ] 3 0.914 0.787 

The chatbot behaved like a human. 0.881 0.903 
I felt like conversing with a real human when interacting with this chatbot. 0.770 0.663 
This chatbot system has human properties. 0.841 0.823 

User Attitudes 

1. Trust & Confidence [ 29 , 95 ] 6 0.955 0.781 

The recommendations provided by the chatbot can be trusted. * 0.758 0.666 
I can rely on the chatbot when I need to buy a mobile phone. * 0.821 0.771 
I feel I could count on the chatbot to help me purchase the mobile phone I need. 0.838 0.842 
I was convinced of the phones recommended to me. 0.848 0.806 
I was confident I would like the phones recommended to me. 0.821 0.780 
I had confidence in accepting the phones recommended to me. 0.865 0.815 

2. Satisfaction 3 0.932 0.825 

I was satisfied with the recommendations made by the chatbot. * 0.869 0.851 
The recommendations made by the chatbot were satisfying. * 0.833 0.748 
These recommendations made by the chatbot made me satisfied. * 0.879 0.865 

Behavioral Intentions 

1. Intention to Purchase [ 37 ] 3 0.937 0.831 

Given a chance, I predict that I would consider buying the phones recommended by 
the chatbot in the near future. 

0.873 0.859 

I will likely buy the phones recommended by the chatbot in the near future. 0.880 0.847 
Given the opportunity, I intend to buy the phones recommended by the chatbot. 0.855 0.788 

The symbol “∗” indicates the self-composed questions. 
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4.3.4 Structural Model. Based on the validated 11 constructs, we built a path model to analyze
he causal relationships between different constructs using SEM. Overall, our SEM model shows a
ood fit indicated by the following indices: ˜ χ 2 = 1,295.438 (d.f. = 685), p < 0.001, TLI = 0.947, CFI
 0.951, RMSEA = 0.049, 90% CI [0.049, 0.060], which meet the recommended standards of these
t indices [ 45 ]. 
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Fig. 7. The structural equation modeling (SEM) results of Study 2. Significance: *** p < .001, ** p < .01, * p < 

.05, • p < .10. R 

2 is the proportion of variance explained by the model. Factors are scaled to have a standard 

deviation of 1. 
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The resulting model (see Figure 7 ) shows that our manipulated system design factors influence
erceived Qualities. Specifically, the explanation condition has a direct positive effect on Explain-
bility ( p < 0 . 001 ). Furthermore, the path Explainability → (mediators) → Intention to Purchase
ndicates that Explainability positively influences Transparency, which in turn leads to higher
rust & Confidence and Intention to Purchase. 
Despite a marginal significance ( p = 0 . 06 ), the humanization level of the system tends to in-

uence CUI Attentiveness positively. The path CUI Attentiveness → (mediators) → Intention to
urchase shows an indirect positive effect of the humanization level on CUI Humanness, Satisfac-
ion, Trust & Confidence, and Intention to Purchase. 

In addition, Transparency and User Control are positively influenced by the constructs of Per-
eived Qualities (i.e., Accuracy, Explainability, and CUI Understanding); however, they do not in-
uence any constructs of User Attitudes and Behavioral Intentions. Similar to the model of Study
, this model also shows relationships between conversation constructs and recommendation con-
tructs of Perceived Qualities as indicated by the paths Explainability ↔ CUI Attentiveness, and
UI Understanding → Accuracy. 

4.3.5 Discussion of the Results. The model of Study 2 confirms the hypothesized relationships
etween the four dimensions of our framework. Moreover, we manipulated two design factors, i.e.,
umanization level and explanation to recommendations, which have been well studied by several
xisting studies [ 32 , 34 , 98 , 119 ]. The effects of the two design factors on the constructs indicate that
ur framework can capture the variability of users’ responses on the various measurement scales.
ince we only validated a part of the constructs in Study 1, the additional validated constructs in
tudy 2 (see Table 4 ) can complement the validation of constructs in our evaluation framework. 

Most of our identified positive effects of explanations align with the findings of studies on ex-
lanations in traditional recommender systems. For example, explaining recommendations could
enefit Transparency [ 85 , 122 ], User Control [ 65 ], Perceived Ease of Use [ 83 ], Satisfaction [ 122 ],
rust & Confidence [ 83 , 85 ], and Intention to Purchase [ 83 ]. However, the significant correlation
etween Explainability and CUI Attentiveness suggests that explaining recommendations could
lso positively influence user perceptions of conversations, for example, the attentiveness and
umanness of the agent. 
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However, the high humanization level tends to increase user-perceived attentiveness of the CRS,
hich was not reported in the previous studies on the humanization of chatbots [ 34 , 98 ]. We

peculate that one feature of high humanization level, i.e., addressing participants by their names
see Figure 6 (B)), may make participants feel more respect and attention from PhoneBot . Moreover,
sers tend to be satisfied with the recommendation and trust the CRS when they perceive a high
umanness of the CRS, echoing the positive effects of humanness on user satisfaction and trust
eported in the studies on a survey chatbot [ 98 ] and a news chatbot [ 107 ]. 

 DISCUSSION 

.1 Framework Validation 

his article aims to provide a consolidated and unifying framework for the user-centric evaluation
f conversational recommender systems rather than investigating the effects of specific design fac-
ors on a CRS’s user experience (UX) . User-centric evaluation has gained extensive attention in
he community of recommender systems. Recently, researchers have discussed the importance of
ubjective evaluation metrics (perception-oriented) in addition to objective metrics (computation-
riented), such as algorithmic accuracy, understanding rate, and dialogue turns [ 47 ]. The previous
tudies show that the user’s perception of conversations strongly influences the overall user ex-
erience of a CRS [ 52 , 72 , 89 ]. Therefore, we have developed a unifying user-centric evaluation
ramework called CRS-Que for conversational recommender systems. Compared with the orig-
nal ResQue model that primarily focuses on traditional recommender systems [ 95 ], our frame-
ork seamlessly integrates several important user experience constructs of conversations into the
esQue model, allowing researchers and practitioners to evaluate a CRS more comprehensively.
pecifically, by reviewing the existing UX metrics of conversational agents, we identified eight
onstructs (e.g., CUI Adaptability, CUI Response Quality, and CUI Understanding) that are closely
elated to the quality of conversations based on the theory of rapport [ 116 ] and humanlikeness [ 34 ].
hen, by performing CFA, we merged several conversation constructs and integrated them into
esQue . Ultimately, CRS-Que model accommodates adaptability, understanding, attentiveness, re-
ponse quality, rapport, and humanness. To validate our proposed evaluation framework, we con-
ucted two user studies to evaluate two conversational recommender systems (i.e., MusicBot and
honeBot ). The two studies target different recommendation domains (i.e., low user involvement
nd high user involvement) and devices (i.e., personal computers and mobile phones), which help
s confirm the robustness and generalizability of our framework. 

.2 Effects on Recommendation and Conversation Constructs 

ost paths between recommendation constructs shown in our models have been validated in
esQue [ 95 ] (marked with blue; see Figures 5 and 7 ). Additionally, our models identify some new
aths between recommendation constructs, for example, the positive effect of Interaction Ade-
uacy on Perceived Usefulness (in Study 1) and the positive effect of Explainability on User Control
in Study 2). These new effects may be attributed to the influence of incorporating conversation
onstructs into our CRS-Que framework. For conversation constructs, the model of Study 1 vali-
ates a previously verified path between conversation constructs, i.e., the positive effects of CUI
daptability on CUI Rapport [ 116 ]. Moreover, the model of Study 2 shows a relationship between
umanization Level and Intention to Purchase mediated by CUI Attentiveness, CUI Humanness,

nd Trust & Confidence. This relationship suggests that increasing the humanization level by ap-
lying various social features to a CRS could increase user trust, which is particularly important
o the recommendations for decision-making with high user involvement (e.g., high-cost prod-
ct recommendations) [ 96 ]. More importantly, the positive correlations between the constructs of
onversations and recommendations explicitly show the added value of CRS-Que in explaining
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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he user experience of CRS. For example, we find that the novelty of recommendations positively
nfluences the rapport of conversation (in Study 1); and improving the understanding of a CRS
ould increase perceived ease of use and user control (in Study 2). 

In most cases, both recommendation and conversation constructs influence the constructs of
ehavioral Intention through the constructs of User Attitudes. For example, CUI Humanness pos-

tively influences Intention to Purchase via Trust & Confidence in Study 2. However, in Study 1,
e find that the rapport of conversation could directly influence the user’s intention to use a CRS,
hich implies that increasing the friendliness of a CRS (e.g., caring and warm expressions) could

mmediately stimulate users’ behavioral intentions. Compared with a traditional recommender
ystem, a CRS provides a more natural and free way for users to control the system, which may
ttract satisfied users to use the CRS repeatedly in the future [ 39 ]. 

.3 The Use of CRS-Que 

e validate the evaluation framework through two user studies, indicating the validity of all con-
ained constructs and causal relationships among some constructs. Although the identified rela-
ionships among these constructs may depend on the system settings (e.g., algorithm configu-
ation, interaction design, and application domains), the causal relationships among the four di-
ensions (i.e., Perceived Qualities, User Beliefs, User Attitudes, and Behavioral Intentions) should

lways be held. Therefore, we suggest evaluators select which constructs are adopted in their ques-
ionnaires based on their objectives and needs and ensure that the selected constructs span four
imensions of CRS-Que for making an integrative model to evaluate a CRS. To generalize the
escription in the evaluation framework, we use more general terms, for example, “items” in the
uestionnaire provided in appendices. However, users may use more specific terms to describe
bjects to be evaluated. For example, recommended books and recommended movies. 
According to the evaluation framework of recommender systems proposed by Knijnenburg

t al. [ 68 ], the user experience of recommender systems also depends on personal characteris-
ics (e.g., demographics, domain knowledge) and situational characteristics (e.g., privacy concerns,
hoice goals). Therefore, it is possible to incorporate personal and situational characteristics into
RS-Que when evaluating a CRS with different types of users or in different contexts [ 10 , 11 ]. 
In addition, we provide the original questionnaires we validated through the two studies as

upplementary material (Appendix A ), allowing researchers to customize the evaluation model
ccording to their interests and needs. We also mark question items dropped in our final question-
aires to advise researchers to be cautious about adopting them in their studies. For evaluators
iming to conduct a quick study to evaluate a CRS, they may use one question for each of the
elected constructs. We provided a short version of the questionnaire, which is detailed in Table 5
n Appendix B . We developed the short version based on the loadings in factor analysis and the
imilarity of model structure [ 109 ]. 

.4 Limitations 

e validated the evaluation framework by assessing two conversational recommender systems
n two different application domains. However, the development and validation of this evaluation
ramework contain several limitations. First , the design of the study may limit the generalizability
f our framework. For instance, the dialogue design in Study 1 primarily focuses on critiquing-
ased interaction [ 17 ], representing a specific user feedback acquisition in conversational recom-
ender systems. Second , we evaluated two different systems in two different application domains,
hich may make it challenging to examine the exact impact of the domain on this evaluation

ramework. Given these two limitations, future evaluation efforts for conversational recommender
ystems might involve a more diverse range of dialogue designs for recommendation scenarios, as
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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ell as identifying the domain independence of the evaluation framework (e.g., testing the same
RS in different domains). Third , although most framework constructs are not restricted to text-
ased conversational recommender systems, these constructs have only been validated with text-
ased conversations in the two studies. To assess its validity in a voice-based system, researchers
ay need to conduct additional studies with some constructs related to the quality of voice-based

nteraction. Last , we validate the framework with two systems with some technical limitations.
or example, our predefined intents may not cover all user intents to explore music (in Study 1),
nd the conversation skills cannot be comparable with those of an agent powered by large lan-

uage models (LLMs) . In the future, we plan to evaluate more advanced conversational agents
e.g., based on ChatGPT) for recommendation scenarios. To maintain this evaluation framework,
e will track how practitioners use CRS-Que to evaluate different CRSs. 

 CONCLUSION 

e propose a unifying user-centric evaluation framework for the conversational recommender

ystem (CRS) based on ResQue [ 95 ]. We review the subjective metrics of measuring user experi-
nce of conversational systems and seamlessly integrate them into the four dimensions of ResQue :
erceived System Qualities, User Beliefs, User Attitudes, and Behavioral Intentions. We conducted
wo online user studies to identify the validity and reliability of the evaluation constructs and
djusted the evaluation models based on factor analysis results. Eventually, we kept 64 question
tems under 18 constructs in our final framework. Moreover, we have identified several influenc-
ng paths that show how conversation constructs and recommendation constructs influence each
ther. 
Our framework, CRS-Que , allows practitioners to systematically evaluate a CRS by looking at

he UX factors of both recommendations and conversation. The questionnaire can assess the user
xperience of various conversational recommender systems for different application domains. In
he end, we discuss the use of CRS-Que in practice for meeting various needs of evaluating a CRS
rom users’ perspectives. 

PPENDICES 

 THE ORIGINAL QUESTIONNAIRE 

he following is the original questionnaire used in our user studies containing all constructs. Users
ay customize the questionnaire according to their needs and then follow our presented method

o validate the validity and reliability of their own models. We use “*” to mark the dropped question
tems that did not contribute to the validated constructs in the final models. 

Perceived Qualities 

Accuracy 

—The recommended items were well-chosen. 
—The recommended items were relevant. 
—The recommended items were interesting. 
—The items recommended to me matched my interests. * 

Novelty 

—The chatbot helped me discover new items. 
—The chatbot provided me with surprising recommendations that helped me discover new

items that I wouldn’t have found elsewhere. 
—The chatbot provided me with recommendations that I had not considered in the first place

but turned out to be a positive and surprising discovery. 
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—The chatbot provided me with recommendations that were a pleasant surprise to me be-
cause I would not have discovered them somewhere else. 

—The items recommended to me are novel. * 

Interaction Adequacy 

—I found it easy to inform the chatbot if I dislike/like the recommended item. 
—The chatbot allows me to tell what I like/dislike. 
—I found it easy to tell the system what I like/dislike. 
—The chatbot allows me to modify my taste profile. * 
—I found it easy to modify my taste profile in the chatbot. * 

Explainability 

—The chatbot explained why the items were recommended to me. 
—The chatbot explained the logic of recommending items. 
—The chatbot told me the reason why I received the recommended items. 
—The chatbot helped me understand why the items were recommended to me. * 

CUI Adaptability 

—The chatbot adapted continuously to my preferences. 
—I always had the feeling that this chatbot learns my preferences. 
—I felt I was in sync with the chatbot. 

CUI Understanding 

—The chatbot understood what I said. 
—I found that the chatbot understood what I wanted. 
—I felt that the chatbot understood my intentions. 

CUI Response Quality 

—The chatbot’s responses are readable and fluent. 
—Most of the chatbot’s responses make sense. 
—The pace of interaction with the chatbot is appropriate. 
—The chatbot’s responses are informative. * 
—The chatbot responded to my query/request quickly. * 
—I found the chatbot easy to understand in this conversation. * 

CUI Attentiveness 

—The chatbot tried to know more about my needs. 
—The chatbot was interested in what I was saying. * 
—The chatbot was respectful to me and considered my needs. 
—The chatbot paid attention to what I was saying. 

User Beliefs 

Perceived Ease of Use 

—I could easily use the chatbot to find the items of my interests. 
—Using the chatbot to find what I like was easy. 
—Finding an item to buy with the help of the chatbot was easy. 
—It was easy to find what I liked by using the chatbot. 
ACM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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Perceived Usefulness 

—The chatbot helped me find the ideal item. 
—Using the chatbot to find what I like is easy. 
—The chatbot gave me good suggestions. 

User Control 

—I felt in control of modifying my taste using this chatbot. 
—I could control the recommendations the chatbot made for me. 
—I felt in control of adjusting recommendations based on my preference. 
—I felt in control of telling the chatbot what I want. * 

Transparency 

—I understood why the items were recommended to me. 
—I understood how the system determined the quality of the items. 
—I understood how well the recommendations matched my preferences. 
—I understand the underlying logic of the recommendation service. * 

CUI Humanness 

—The chatbot behaved like a human. 
—I felt like conversing with a real human when interacting with this chatbot. 
—This chatbot system has human properties. 

CUI Rapport 

—The chatbot was warm and caring. 
—The chatbot cared about me. 
—I liked and felt warm toward the chatbot. 
—I felt that I had no connection with the chatbot. 
—The chatbot and I established rapport. 
—I felt rapport between this chatbot and myself. * 
—The chatbot was friendly to me. * 

User Attitudes 

Trust & Confidence 

—The recommendations provided by the chatbot can be trusted. 
—I can rely on the chatbot when I need to buy an item. 
—I feel I could count on the chatbot to help me purchase the item I need. 
—I was convinced of the items recommended to me. 
—I was confident I would like the items recommended to me. 
—I had confidence in accepting the items recommended to me. 

Satisfaction 

—I was satisfied with the recommendations made by the chatbot. 
—The recommendations made by the chatbot were satisfying. 
—These recommendations made by the chatbot made me satisfied. 
CM Transactions on Recommender Systems, Vol. 2, No. 1, Article 2. Publication date: March 2024. 
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Behavioral Intentions 

Intention to Use 

—I will use this chatbot again. 
—I will use this chatbot frequently. 
—I will tell my friends about this chatbot. 

Intention to Purchase 

—Given a chance, I predict that I would consider buying the items recommended by the
chatbot in the near future. 

—I will likely buy the items recommended by the chatbot in the near future. 
—Given the opportunity, I intend to buy the items recommended by the chatbot. 

 THE SHORT VERSION 

Table 5. The Short Version of CRS-Que 

Perceived Qualities 

Accuracy The recommended items were well-chosen. 

Novelty The chatbot provided me with surprising recommendations that helped me discover new 

items that I wouldn’t have found elsewhere. 

Interaction Adequacy I found it easy to tell the system what I like/dislike. 

Explainability The chatbot explained why the items were recommended to me. 

CUI Adaptability I felt I was in sync with the chatbot. 

CUI Understanding I found that the chatbot understood what I wanted. 

CUI Response Quality Most of the chatbot’s responses make sense. 

CUI Attentiveness The chatbot paid attention to what I was saying. 

User Beliefs 

Perceived Ease of Use It was easy to find what I liked by using the chatbot. 

Perceived Usefulness The chatbot gave me good suggestions. 

User Control I felt in control of modifying my taste using this chatbot. 

Transparency I understood how well the recommendations matched my preferences. 

CUI Humanness The chatbot behaved like a human. 

CUI Rapport The chatbot cared about me. 

User Attitudes 

Trust & Confidence I feel I could count on the chatbot to help me choose/purchase the items I need. 

Satisfaction These recommendations made by the chatbot made me satisfied. 

Behavioral Intentions 

Intention to Use I will use this chatbot frequently. 

Intention to Purchase Given a chance, I predict that I would consider buying the items recommended by the 
chatbot in the near future. 
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